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Abstract. Associated with a simple graph $G$ is a family of real, symmetric zero diagonal matrices with the same nonzero pattern as the adjacency matrix of $G$. The minimum of the ranks of the matrices in this family is denoted $mr_0(G)$. We characterize all connected graphs $G$ with extreme minimum zero-diagonal rank: a connected graph $G$ has $mr_0(G) \leq 3$ if and only if it is a complete multipartite graph, and $mr_0(G) = |G|$ if and only if it has a unique spanning generalized cycle (also called a perfect $[1, 2]$-factor). We present an algorithm for determining whether a graph has a unique spanning generalized cycle. In addition, we determine maximum zero-diagonal rank and show that for some graphs, not all ranks between minimum and maximum zero-diagonal ranks are allowed.
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1. Introduction. Minimum rank problems focus on the minimum rank of a set of matrices that are described by a particular graph. The classic minimum rank problem examines real symmetric matrices whose diagonal is allowed to be free, and it has been studied extensively, along with its generalizations to other fields. Surveys of known results and the motivation for the minimum rank problem appear in [3] and [4]. Further generalizations of the problem have been considered, including to skew-symmetric matrices [8] and to graphs that allow loops [2], [7], [10].

In this paper, we consider the minimum rank of a set of real symmetric matrices described by a simple graph, as in the classic case, but we restrict the diagonal entries
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Minimum Rank With Zero Diagonal

to be zero. Such matrices generalize the adjacency matrix, and can be considered as adjacency matrices of weighted simple graphs (where the edge weight reflects the value of the entry). This problem has connections to the problem of skew minimum rank and is a special case of minimum rank for graphs that allow loops; there are also connections to the study of perfect $[1,2]$-factors of graphs, also known as spanning generalized cycles. In the study of standard minimum rank, graphs with very small or large minimum rank have been characterized. We prove analogous results for minimum zero-diagonal rank: In Section 2, we determine all graphs with minimum zero-diagonal rank at most 3. In Section 3, we characterize graphs whose associated matrices are all nonsingular, and give an algorithm for testing whether a graph has this property by determining whether it has a unique spanning generalized cycle (i.e., a unique perfect $[1,2]$-factor). In Section 4, we investigate which matrix ranks are allowed by a given graph $G$ and determine the maximum zero-diagonal rank. Section 5 contains concluding remarks.

1.1. Notation and terminology. A graph $G$ is a pair $(V(G), E(G))$ of sets where the set of vertices $V(G)$ is finite and nonempty, and each element of the set of edges $E(G)$ consists of a set of two distinct elements of $V(G)$. The order of a graph $G$, denoted $|G|$, is the number of its vertices, i.e., $|V(G)|$. Throughout we denote by $P_n, C_n$, and $K_n$ the path, cycle, and complete graph on $n$ vertices, respectively; $K_{n_1,n_2,...,n_r}$ (for $r \geq 2$ and $n_i \geq 1$) designates the complete multipartite graph containing $n_i$ vertices in the $i$th partite set, $i = 1, \ldots, r$. A path $P_n$ or cycle $C_n$ is called odd or even according as $n$ is odd or even. A Hamilton cycle of a graph is a cycle that contains every vertex of the graph, and we call a graph Hamiltonian if it contains a Hamilton cycle. A chord of a cycle is an edge whose endpoints are nonadjacent vertices of the cycle. A graph $G$ is connected if there is a path between any two distinct vertices; a connected component $G'$ of $G$ is a connected subgraph of $G$ that is not properly contained in any connected subgraph of $G$.

The following methods of obtaining a new graph from given graphs are used in this paper. The union of $G_i = (V_i, E_i), i = 1, \ldots, h$, is $\bigcup_{i=1}^{h} G_i = (\bigcup_{i=1}^{h} V_i, \bigcup_{i=1}^{h} E_i)$; if the $V_i$ are pairwise disjoint, then the union is denoted $\bigcup_{i=1}^{h} G_i$. If $\{u, v\}$ is an edge in a graph $G$, the subdivision of $\{u, v\}$ yields a graph with one new vertex $w$, and with an edge set obtained by replacing $\{u, v\}$ by two new edges $\{u, w\}$ and $\{w, v\}$. A graph $H$ is a subgraph of a graph $G$ if $V(H) \subseteq V(G)$ and $E(H) \subseteq E(G)$. The subgraph of $G$ induced by $U \subset V(G)$ is the subgraph of $G$ with vertex set $U$ and with edge set given by $\{i, j\} \in E(G) \mid i, j \in U$; it is denoted $G[U]$. If $v \in V(G)$, we write $G - v$ for the subgraph of $G$ induced by $V(G) \setminus \{v\}$.

Following the literature, for a symmetric $n \times n$ matrix $A$ we define the graph of
the matrix $A$, denoted $\mathcal{G}(A)$, to be the graph with vertices $\{1, 2, \ldots, n\}$ and edges $\{\{i, j\} \mid a_{ij} \neq 0, \ 1 \leq i < j \leq n\}$; note that the diagonal entries of $A$ are irrelevant in determining its associated graph $\mathcal{G}(A)$. One can easily observe that many different $n \times n$ symmetric matrices yield the same graph. We denote the set of symmetric matrices whose graph is $\mathcal{G}$ by $\mathcal{S}(\mathcal{G})$; that is, $\mathcal{S}(\mathcal{G}) = \{ A \in \mathbb{R}^{n \times n} \mid A^T = A, \mathcal{G}(A) = G \}$. The standard minimum rank problem uses the set $\mathcal{S}(\mathcal{G})$; it has been studied at length.

The minimum rank of a graph $G$ is defined as $\text{mr}(G) = \min \{ \text{rank} \ A \mid A \in \mathcal{S}(\mathcal{G}) \}$, and the maximum nullity of $G$ is given by $M(G) = \max \{ \text{null} \ A \mid A \in \mathcal{S}(\mathcal{G}) \}$.

In this paper, we restrict ourselves to the subset of $\mathcal{S}(\mathcal{G})$ consisting of zero diagonal matrices: $\mathcal{S}_0(\mathcal{G}) = \{ A \in \mathcal{S}(\mathcal{G}) \mid a_{ii} = 0, \ 1 \leq i \leq n \}$. We are concerned with finding the minimum rank over this set of matrices. The minimum zero-diagonal rank of a graph $G$ is $\text{mr}_0(G) = \min \{ \text{rank} \ A \mid A \in \mathcal{S}_0(\mathcal{G}) \}$, and the maximum zero-diagonal nullity of $G$ is $M_0(G) = \max \{ \text{null} \ A \mid A \in \mathcal{S}_0(\mathcal{G}) \}$.

Since $\mathcal{S}_0(\mathcal{G}) \subseteq \mathcal{S}(\mathcal{G})$, it is clear that $\text{mr}(G) \leq \text{mr}_0(G)$. Just as in the standard minimum rank problem, for $A \in \mathcal{S}_0(\mathcal{G})$ the principal submatrix $A[U]$ (the part of $A$ contained in rows and columns indexed by $U$) is associated with the induced subgraph $G[U]$. The statements in the next observation are analogous to those in the standard minimum rank case and are justified by the same reasoning.

**Observation 1.1.**

1. If $H$ is an induced subgraph of $G$, then $\text{mr}_0(H) \leq \text{mr}_0(G)$.
2. A graph $G$ has no edges if and only if $\text{mr}_0(G) = 0$.
3. If the connected components of $G$ are $G_1, G_2, \ldots, G_t$, then $\text{mr}_0(G) = \sum_{i=1}^{t} \text{mr}_0(G_i)$.

**1.2. Generalized cycles.** A cycle $(v_1, v_2, \ldots, v_k)$ in a graph $G$ is a subgraph with distinct vertices $v_1, v_2, \ldots, v_k$, $k \geq 3$, and edges $\{v_1, v_2\}, \{v_2, v_3\}, \ldots, \{v_{k-1}, v_k\}, \{v_k, v_1\}$; a cycle with $k$ vertices is called a $k$-cycle. A generalized cycle of $G$ is a subgraph of $G$ whose connected components are either single edges (meaning an edge and its two endpoints) or cycles. The order of a generalized cycle is the number of vertices in the generalized cycle; a generalized cycle of order $|G|$ is also called a
spanning generalized cycle. Spanning generalized cycles appear in the literature under a variety of other names, including perfect [1, 2]-factors [6] and linear subgraphs [5].

Given a generalized cycle $C$, $\text{nc}(C)$ is the number of distinct cycles in $C$, and $\text{ne}(C)$ is the number of even components of $C$, i.e., the number of cycles of even order at least 4 plus the number of edges. The set of all generalized cycles of order $k$ of a graph $G$ is denoted $\text{cyc}_k(G)$. With a generalized cycle $C$, we can associate a permutation $\pi_C$ of the vertices of $C$ as follows: For each cycle in $C$, fix an orientation and then associate a directed graph cycle $(v_{j_1}, v_{j_2}, \ldots, v_{j_k})$ with the cyclic permutation $(v_{j_1}, v_{j_2}, \ldots, v_{j_k})$. Each edge component $\{v_{i_1}, v_{i_2}\}$ of $C$ is associated with the 2-cycle $(v_{i_1}, v_{i_2})$. The permutation $\pi_C$ is defined to be the product of these associated permutation cycles. Note that there are $2^{\text{nc}(C)}$ different choices for the orientation of the cycles of $C$, and each choice yields a permutation that has the same sign as $\pi_C$, namely $(-1)^{\text{ne}(C)}$. We denote the sum of all $k \times k$ principal minors of an $n \times n$ matrix $A = [a_{ij}] \in S_0(G)$ by $S_k(A)$, and [5] Theorem 3 shows that $S_k(A)$ can be computed using generalized cycles:

$$S_k(A) = \sum_{C \in \text{cyc}_k(G(A))} (-1)^{\text{ne}(C)}2^{\text{nc}(C)}a_{i_1 \pi_C(i_1)} \cdots a_{i_k \pi_C(i_k)}, \quad (1.1)$$

where the sum over the empty set is zero. In particular, (1.1) allows us to express $S_n(A) = \det A$ using the spanning generalized cycles. The fact that $G$ has no loops immediately implies $S_1(A) = 0$, which is also easily verifiable by noting that all the diagonal entries of $A \in S_0(G)$ are zero.

**Example 1.2.** We give an example of using (1.1) to compute the characteristic polynomial $A$, $p_A(x) = x^n - S_1(A)x^{n-1} + S_2(A)x^{n-2} + \cdots + (-1)^{n-1}S_{n-1}(A)x + (-1)^nS_n(A)$, for an arbitrary $A \in S_0(G)$. Let $G$ be the paw graph shown in Figure 14. Then $A \in S_0(G)$ has the form $A = \begin{bmatrix} 0 & a_{12} & 0 & a_{24} \\ a_{12} & 0 & a_{23} & a_{24} \\ 0 & a_{23} & 0 & a_{34} \\ 0 & a_{24} & a_{34} & 0 \end{bmatrix}$. We can use (1.1) to compute $S_k(A)$ for $k = 2, 3, 4$. For $k = 2$, the generalized cycles of order 2 are the edges, $\{1, 2\}$, $\{2, 3\}$, $\{2, 4\}$, $\{3, 4\}$, and $S_2(A) = a_{12}^2 - a_{23}^2 - a_{24}^2 - a_{34}^2$. For $k = 3$, the only generalized cycle of order 3 is the 3-cycle $(2, 3, 4)$, and $S_3(A) = 2a_{23}a_{34}a_{24}$. For $k = 4$, the only generalized cycle of order 4 is the union of two disjoint edges $\{1, 2\}$ and $\{3, 4\}$, and $S_4(A) = a_{12}^2a_{24}^2$. Thus, $p_A(x) = x^4 - (a_{12}^2 + a_{23}^2 + a_{24}^2 + a_{34}^2)x^2 - 2a_{23}a_{34}a_{24}x + a_{12}^2a_{24}^2$.

**Remark 1.3.** If $G$ has a unique spanning generalized cycle, then by (1.1), $\det A = S_n(A) \neq 0$ for all $A \in S_0(G)$, so $\text{mr}_0(G) = |G|$.

We explain the next result, which is well known, because of its importance to
many of the proofs that follow.

**Remark 1.4.** Let $G$ be a graph of order $n$ and $1 \leq m \leq n$. If $G$ has no generalized cycle of order $k$ for all $k > m$, then $\text{mr}_0(G) \leq m$.

To see this, observe that if $G$ has no generalized cycle of order $k$, then for each $A \in S_0(G)$, the coefficient of $x^{n-k}$ in $p_A(x)$ is zero. So if $G$ has no generalized cycle of order $k$ for all $k > m$, then for all $A \in S_0(G)$

$$p_A(x) = x^n - S_1(A)x^{n-1} + \cdots + (-1)^m S_m(A)x^{n-m}$$

$$= (x^m - S_1(A)x^{m-1} + \cdots + (-1)^m S_m(A))x^{n-m}.$$

Since the algebraic and geometric multiplicities of an eigenvalue of a real symmetric matrix are equal, null $A \geq n - m$, and consequently, rank $A \leq m$. Thus, $\text{mr}_0(G) \leq m$.

A **matching** in a graph $G$ is a set of edges $\{v_1, u_1\}, \ldots, \{v_k, u_k\}$ such that all the vertices are distinct. Note that a matching with $k$ edges is associated with a generalized cycle of order $2k$. A **perfect matching** in a graph $G$ is a matching that includes all vertices of $G$. A **maximum matching** in $G$ is a matching with the maximum number of edges among all matchings in $G$. The **matching number**, denoted $\text{match}(G)$, is the number of edges in a maximum matching.

**Observation 1.5.** A graph $G$ has a generalized cycle of order $2 \text{match}(G)$.

**Proposition 1.6.**

$$\text{mr}_0(P_n) = \begin{cases} n & \text{if } n \text{ is even;} \\ n - 1 & \text{if } n \text{ is odd.} \end{cases}$$

**Proof.** If $n$ is even, then $P_n$ has a unique spanning generalized cycle associated with its unique perfect matching (consisting of every other edge starting at one end), so $\text{mr}_0(P_n) = n$. If $n$ is odd then $n - 1 = \text{mr}_0(P_{n-1}) \leq \text{mr}_0(P_n)$. Since $P_n$ has no spanning generalized cycle, by Remark 1.4 $\text{mr}_0(P_n) \leq n - 1$. $lacksquare$

**Proposition 1.7.**

$$\text{mr}_0(C_n) = \begin{cases} n & \text{if } n \text{ is odd;} \\ n - 2 & \text{if } n \text{ is even.} \end{cases}$$
Proof. If \( n \) is odd then \( C_n \) has a unique spanning generalized cycle, namely \( C_n \) itself, so \( \text{mr}_0(C_n) = n \). Let \( n \) be even (so \( n \geq 4 \)). Observe that \( P_{n - 1} \) is an induced subgraph of \( C_n \) and \( n - 1 \) is odd, so \( n - 2 = \text{mr}_0(P_{n - 1}) \leq \text{mr}_0(C_n) \). If \( n \equiv 0 \mod 4 \), then the adjacency matrix of \( C_n \) has rank \( n - 2 \); if \( n \equiv 2 \mod 4 \), then the adjacency matrix of \( C_n \) with one symmetric pair of 1s replaced by \(-1\)s has rank \( n - 2 \).

1.3. Applying known results to compute minimum zero-diagonal rank.

In this section, we survey results from earlier work on related problems and apply these results to compute minimum zero-diagonal rank.

Remark 1.8. Since \( \text{mr}_0(G) \geq \text{mr}(G) \), the existence of a matrix \( A \in S_0(G) \) such that \( \text{rank } A = \text{mr}(G) \) implies \( \text{mr}_0(G) = \text{mr}(G) \). For example, the matrix constructed to realize minimum rank for the \( s \)th hypercube \( Q_s \) in [1, Theorem 3.1] has zero diagonal for \( s \geq 2 \). Thus, \( \text{mr}_0(Q_s) = \text{mr}(Q_s) = 2^{s - 1} \) for \( s \geq 2 \). Equality is not achieved for \( s = 1 \), because \( Q_1 = P_2 \).

A loop graph is a graph that allows loops but not multiple edges. More formally, a loop graph \( \hat{G} = (\hat{V}, \hat{E}) \) is a set of vertices \( \hat{V} \) together with an edge set \( \hat{E} \) of two-element multisets of vertices (note that a loop graph need not actually have any loops). For a loop graph \( \hat{G} = (\hat{V}, \hat{E}) \), \( S_0(\hat{G}) = \{ A \in \mathbb{R}^{n \times n} \mid A^T = A \text{ and } a_{ij} \neq 0 \iff \{i, j\} \in \hat{E} \} \) and \( \text{mr}_0(\hat{G}) = \min \{ \text{rank } A \mid A \in S_0(\hat{G}) \} \). Observe that if a graph \( G = (V(G), E(G)) \) is viewed as a loop graph \( \hat{G} \) with no loops, i.e., \( \hat{V} = V(G) \) and \( \hat{E} = E(G) \), then \( S_0(\hat{G}) = S_0(G) \), and thus, \( \text{mr}_0(\hat{G}) = \text{mr}_0(G) \).

The zero forcing number was introduced in [1] as an upper bound for maximum nullity for simple graphs, and has been extended to various other types of graphs. In fact, the definition is identical with the exception of the color-change rule, which varies with the type of graph. Since our matrices have all diagonal entries equal to zero, the color change rule for a loop graph with no loops [7] applies. This is the same as the color change rule used for the skew zero forcing number, denoted \( Z^-(G) \) [8]; the difference from the color change rule for standard zero forcing is that a vertex need not be colored to force. It is not surprising that the skew color change rule applies to symmetric matrices with zero diagonal, because zero forcing considers only the nonzero pattern of entries rather than the values of entries. In particular, we have \( M_0(G) \leq Z^-(G) \) [7].

An algorithm for computing the maximum nullity of a loop tree was established in [2], and of course this applies to computing the maximum zero-diagonal nullity of a (simple) tree. It is shown in [7] that the maximum nullity of a loop tree (including one without loops) is equal to its zero forcing number, so for a (simple) tree, \( M_0(T) = Z^-(T) \). The study of skew-symmetric matrices leads to an even simpler method for computing the maximum zero-diagonal nullity of a tree: For any (simple) tree \( T \),...
mr_0(T) = 2 \text{match}(T), \text{ and match}(T) \text{ can be determined by starting with a vertex of degree 1, matching it, removing both matched vertices from the graph, and continuing in this manner} \ [8].

A vertex \( v \) of a connected graph \( G \) is a \textit{cut-vertex} if \( G - v \) is disconnected. If \( G \) has a cut-vertex, it is well known that the problem of computing the (standard) minimum rank of \( G \) can be reduced to computing minimum ranks of certain subgraphs. The cut-vertex reduction formula was extended to loop graphs in [10], and the version of the formula for graphs whose cut-vertex has no loop can be applied to reduce the problem of determining \( mr_0(G) \) for a graph \( G \) with a cut-vertex. The reader is referred to [10] for the details.

2. Low minimum zero-diagonal rank. In this section, we characterize connected graphs whose minimum zero-diagonal rank is at most 3.

2.1. Minimum zero-diagonal rank at most two. The next corollary follows immediately from Observation 1.1.2.

**Corollary 2.1.** Let \( G \) be a connected graph. Then \( mr_0(G) = 0 \) if and only if \( G \) is a single vertex.

The rank 1 case can be quickly handled as well, and the result is very different from standard minimum rank, where \( mr(K_n) = 1 \) for \( n \geq 2 \).

**Proposition 2.2.** There is no graph \( G \) with \( mr_0(G) = 1 \).

**Proof.** Suppose that \( A \in S_0(G) \) and rank \( A \geq 1 \). Then \( A \) must have at least one nonzero entry, call it \( a_{ij} \). Note that \( A \in S_0(G) \) implies that \( i \) is distinct from \( j \), \( a_{ji} = a_{ij} \), and \( a_{ii} = a_{jj} = 0 \). Thus, rank \( A \geq 2 \). \( \square \)

**Theorem 2.3.** Let \( G \) be a connected graph with \( |G| \geq 2 \). Then the following are equivalent.

1. \( mr_0(G) = 2 \).
2. \( G = K_{m,n} \).
3. \( G \) does not contain an induced \( C_3 \) or \( P_4 \).

**Proof.** (2) \( \Rightarrow \) (1): The adjacency matrix of \( K_{m,n} \) has rank 2, so \( mr_0(K_{m,n}) \leq 2 \). Corollary 2.1 and Proposition 2.2 show that the minimum zero-diagonal rank of \( K_{m,n} \) must be at least 2. So \( mr_0(K_{m,n}) = 2 \).

(1) \( \Rightarrow \) (3): Let \( mr_0(G) = 2 \). Then \( G \) cannot contain \( C_3 \) or \( P_4 \) as an induced subgraph because \( mr_0(C_3) = 3 \) and \( mr_0(P_4) = 4 \) by Propositions 1.1.7 and 1.1.8.

(3) \( \Rightarrow \) (2): Assume \( G \) is a connected graph that does not contain \( C_3 \) or \( P_4 \) as an
induced subgraph. Since \( C_k \) has \( P_{k-1} \) as an induced subgraph, \( G \) cannot contain any induced \( C_k \) for \( k \geq 5 \). Thus, \( G \) has no odd cycles, and so \( G \) is bipartite. Since \( G \) is connected there is a path from any vertex to any other vertex. If \( u \) and \( v \) are in different partite sets, then the shortest path between them must have an even number of vertices, so if \( u \) and \( v \) were not adjacent then \( G \) would have an induced \( P_4 \). Thus, \( u \) and \( v \) must be adjacent and \( G \) is a complete bipartite graph.

2.2. Minimum zero-diagonal rank equal to three. In order to classify all graphs with \( \text{mr}_0(G) = 3 \), we first consider the family of complete graphs \( K_n \). Since \( K_2 = P_2 \) and \( K_3 = C_3 \), we already have that \( \text{mr}_0(K_2) = 2 \) and \( \text{mr}_0(K_3) = 3 \). We define a family of Toeplitz matrices \( T_n \in \mathcal{S}_0(K_n) \) by defining \( (T_n)_{i,j} = (i-j)^2 \). That is,

\[
T_n = \begin{bmatrix}
0 & 1 & 4 & \cdots & (n-1)^2 \\
1 & 0 & 1 & \cdots & (n-2)^2 \\
4 & 1 & 0 & \cdots & (n-3)^2 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
(n-1)^2 & (n-2)^2 & (n-3)^2 & \cdots & 0
\end{bmatrix}.
\] (2.1)

**Theorem 2.4.** For \( T_n(n \geq 3) \) defined in (2.1), \( \text{rank} \ T_n = 3 \) and \( \text{mr}_0(K_n) = 3 \).

**Proof.** Since \( K_n \) is not bipartite for \( n \geq 3 \), \( \text{mr}_0(K_n) \geq 3 \). We show \( \text{rank} \ T_n = 3 \), thus establishing \( \text{mr}_0(K_n) = 3 \).

Let \( r_i \) be the \( i \)th row of \( T_n \); then we claim that for all \( 4 \leq i \leq n \), the \( i \)th row of \( T_n \) is the following linear combination of the first three rows:

\[
r_i = \frac{1}{2}(i-2)(i-3)r_1 - (i-1)(i-3)r_2 + \frac{1}{2}(i-1)(i-2)r_3.
\]

This can be verified by checking that the \( j \)th entries are equal, i.e.,

\[
(i-j)^2 = \frac{1}{2}(i-2)(i-3)(1-j)^2 - (i-1)(i-3)(2-j)^2 + \frac{1}{2}(i-1)(i-2)(3-j)^2.
\]

We can now classify all graphs \( G \) with minimum zero-diagonal rank \( \text{mr}_0(G) = 3 \).

**Theorem 2.5.** For a connected graph \( G \), \( \text{mr}_0(G) = 3 \) if and only if \( G = K_{n_1,n_2,...,n_r} \) for some \( r \geq 3 \).

**Proof.** Assume \( \text{mr}_0(G) = 3 \). Then \( G \) does not contain either \( P_4 \) or a paw (see Figure 1.1) as an induced subgraph, because each has a unique spanning generalized cycle and hence a minimum zero-diagonal rank of 4 by Remark 1.3. From Theorem 2.1 in [S], \( G \) does not contain \( P_4 \) or the paw as an induced subgraph if and only if
\[ G = K_{n_1, n_2, \ldots, n_r} \] for some \( r \geq 2 \). Furthermore, \( r \geq 3 \), because \( \text{mr}_0(G) = 3 \) and we have already established that \( \text{mr}_0(K_{n_1, n_2}) = 2 \). Note that \( K_n \) may also be thought of as the complete \( n \)-partite graph with one vertex in each partite set.

Conversely, let \( G = K_{n_1, n_2, \ldots, n_r} \), \( r \geq 3 \). It remains to show that \( \text{mr}_0(K_{n_1, n_2, \ldots, n_r}) = 3 \). We do this by exhibiting a matrix for \( K_{n_1, n_2, \ldots, n_r} \) that achieves this minimum rank. By Theorem 2.4, \( \text{rank} T_r = 3 \). Let 
\[
B = \begin{bmatrix}
0 & t_{12}J_{n_1, n_2} & \cdots & t_{1r}J_{n_1, n_r} \\
t_{12}J_{n_2, n_1} & 0 & \cdots & t_{2r}J_{n_2, n_r} \\
\vdots & \vdots & \ddots & \vdots \\
t_{1r}J_{n_r, n_1} & t_{2r}J_{n_r, n_2} & \cdots & 0
\end{bmatrix}
\]

It is straightforward to see that \( B \in S_0(K_{n_1, n_2, \ldots, n_r}) \) and \( \text{rank} B = \text{rank} T_r = 3 \).

3. High minimum zero-diagonal rank. In this section, we give a graph-theoretic characterization of graphs \( G \) with \( \text{mr}_0(G) = |G| \) and then provide an algorithm that determines whether a graph satisfies that characterization, namely having a unique spanning generalized cycle (equivalently, a unique perfect \([1, 2]\)-factor).

3.1. Graphs having minimum zero-diagonal rank equal to the order of the graph.

**Theorem 3.1.** Let \( G \) be a bipartite graph. The following are equivalent:

1. \( G \) has a unique perfect matching.
2. \( G \) has a unique spanning generalized cycle.
3. \( \text{mr}_0(G) = |G| \).

**Proof.** (1) \( \Leftrightarrow \) (2): By definition a perfect matching is a spanning generalized cycle. Note that since \( G \) is bipartite, \( G \) has no odd cycle. If a spanning generalized cycle \( C \) of \( G \) contains a cycle \( C \), then \( C \) is necessarily an even cycle. Since an even cycle has two perfect matchings, \( C \) would produce at least two perfect matchings of \( G \).

(2) \( \Leftrightarrow \) (3): (\( \Rightarrow \)) follows from Remark 2.3 (for all graphs, not just bipartite graphs). For (\( \Leftarrow \)) we prove the contrapositive. If \( G \) has no spanning generalized cycle, then by Remark 1.3 \( \text{mr}_0(G) < |G| \). So suppose \( G \) has at least two spanning generalized cycles. Then it was shown in the proof that (1) \( \Leftrightarrow \) (2) that \( G \) has at least two perfect matchings. Then by [Theorem 2.6], there exists a skew-symmetric matrix \( B \) with the nonzero pattern described by \( G \) and \( \text{rank} B < |G| \). Let the partite sets of \( G \) be denoted by \( U \) and \( W \). Define a diagonal matrix \( D = [d_{ij}] \) such that \( d_{uu} = 1 \).
for $u \in U$ and $d_{uw} = -1$ for $w \in W$. Then $DB$ is symmetric, $G(DB) = G$ and rank$(DB) = \text{rank } B < |G|$, so m$_{\text{mr}}(G) < |G|$. □

An odd cycle shows that $1$ and $2$ in Theorem 3.1 are not equivalent without the assumption that the graph is bipartite. We prove that the equivalence of $2$ and $3$ in Theorem 3.1 is true in general (see Theorem 3.9 below). We prove $3$ implies $2$ by contradiction. Suppose to the contrary that there is a graph $G$ in Theorem 3.1 is true in general (see Theorem 3.9 below). We prove (3) implies (2) by assumption that the graph is bipartite. We prove that the equivalence of (2) and (3) is satisfied by techniques in [8, Proposition 5.4] and the second can be

contradiction. Suppose to the contrary that there is a graph $H$ that does not contain a unique spanning generalized cycle. Let $H_* = (V_*, E_*)$ be a minimum counterexample in the sense that every graph $G$ on fewer vertices than $|H_*|$ having m$_{\text{mr}}(G) = |G|$ necessarily has a unique spanning generalized cycle, and every graph on $|H_*|$ vertices with fewer edges than $H_*$ fulfills this condition also. Denote the order of $H_*$ by $n_*$. We now investigate the properties of $H_*$. Observe that $H_*$ has at least two spanning generalized cycles, since at least one spanning generalized cycle is guaranteed by Remark 1.4.

**Observation 3.2.** By the minimality of $H_*$, every edge of $H_*$ is included in some spanning generalized cycle of $H_*$.  

**Lemma 3.3.** Let $C$ be a connected component (that is, a cycle or edge) in a spanning generalized cycle of $H_*$. Then there exists a spanning generalized cycle of $H_*$ that does not contain $C$.

**Proof.** Suppose every spanning generalized cycle of $H_*$ contains $C$. Without loss of generality, let the permutation associated with component $C$ be the cycle $(1 \cdots k)$ ($k \geq 2$). Then every spanning generalized cycle $C'$ of $H_*$ is of the form $C \cup C'$ where $C'$ is a generalized cycle of order $(n_* - k)$ in $H_*[(k + 1, \ldots, n_*)]$, so $H_*[(k + 1, n_*)]$ has more than one spanning generalized cycle. We will show that m$_{\text{mr}}(H_*[(k + 1, n_*)]) = n_* - k$, which is the order of $H_*[(k + 1, n_*)]$, contradicting the minimality of $H_*$. Let $A \in S_0(H_*)$. Then by (1.1),

$$0 \neq \det A = \left\{ \begin{array}{ll}
-a_{12}a_{21} \det A[(k + 1, \ldots, n_*)] & \text{if } k = 2, \\
(-1)^{k+1}2a_{12} \cdots a_{k-1,k}a_{k,1} \det A[(k + 1, \ldots, n_*)] & \text{if } k \geq 3,
\end{array} \right.$$ 

so $0 \neq \det A[(k + 1, \ldots, n_*)]$. Since any element of $S_0(H_*[(k + 1, \ldots, n_*)])$ can be realized as a principal submatrix of a matrix in $S_0(H_*)$, m$_{\text{mr}}(H_*[(k + 1, \ldots, n_*)]) = n_* - k$, as desired. □

We now include two technical lemmas that will help us prove Lemma 3.6. The first can be established by techniques in [8, Proposition 5.4] and the second can be established by application of the quadratic formula.

**Lemma 3.4.** If $p(x_1, \ldots, x_q)$ is a nonzero homogeneous polynomial over $\mathbb{R}$, then there exist nonzero real $c_1, \ldots, c_q$ such that $p(c_1, c_2, \ldots, c_q) \neq 0$.

**Lemma 3.5.** Suppose $m \geq 1$ is an integer and $p(z), q(z)$, and $s(z)$ are nonzero
real polynomials satisfying \( \deg p(z) = m, \ \deg q(z) \leq m, \ \text{and} \ \deg s(z) \leq m - 1 \). Then for \( \alpha \in \mathbb{R} \) large enough, the quadratic equation \( s(\alpha)x^2 + p(\alpha)x + q(\alpha) = 0 \) has a nonzero real solution.

**Lemma 3.6.** A spanning generalized cycle of \( H_* \) cannot contain an odd cycle.

**Proof.** We suppose \( H_* \) contains a spanning generalized cycle \( C \) that contains an odd cycle \( C \) and obtain a contradiction by constructing a matrix \( B \in S_0(H_*) \) with \( \det B = 0 \), which implies rank \( B < n_* \) and so \( \text{mr}_0(H_*) < n_* \).

By Lemma 3.3 there exists a spanning generalized cycle \( C' \) that does not contain \( C \). So there is some edge \( \{z, w\} \in E(C) \setminus E(C') \). Let \( t = |E_*| \) and \( Y = [y_{uv}] \) be a symmetric matrix of indeterminates \( x_1, x_2, \ldots, x_t \) with zero diagonal such that \( \mathcal{G}(Y) = H_* \) (so \( \{u, v\} \in E \) implies \( y_{uv} = y_{vu} = x_i \) for some \( x_i \)); without loss of generality, \( y_{zw} = y_{wz} = 1 \) and the entries corresponding to the other edges of \( C \) are \( x_2, \ldots, x_t \). Then the determinant of \( Y \) is a homogeneous polynomial of degree \( n_* \) in \( x_1, x_2, \ldots, x_t \), and we can express \( \det Y \) as

\[
\det Y = s(x_2, \ldots, x_t)x_1^2 + p(x_2, \ldots, x_t)x_1 + q(x_2, \ldots, x_t).
\]

Since \( \{z, w\} \notin E(C') \), \( q(x_2, \ldots, x_t) \) is not identically zero. Furthermore, \( p(x_2, \ldots, x_t) \) can be expressed as \( h(x_2, \ldots, x_t) + g(x_2, \ldots, x_t) \), where every monomial in \( g(x_2, \ldots, x_t) \) contains at least one variable not in \( \{x_2, \ldots, x_t\} \); since the edges of \( C \) are represented by \( \{x_1, \ldots, x_t\} \), \( h(x_2, \ldots, x_t) \) is not identically zero. Thus, \( p(x_2, \ldots, x_t) \) is not identically zero. By Lemma 3.4 we can choose nonzero \( c_2, \ldots, c_t \) so that \( h(c_2, \ldots, c_t)p(c_2, \ldots, c_t)q(c_2, \ldots, c_t) \neq 0 \).

Define \( B(\alpha) = [b_{uv}] \) to be the matrix obtained from \( Y \) by replacing \( y_{uv} = x_i \) by \( \alpha c_i \) for \( i = 2, \ldots, t \), and \( y_{zw} = x_i \) by \( c_i \) for \( i = t + 1, \ldots, t \). For any polynomial \( f(x_2, \ldots, x_t) \), define \( \tilde{f}(\alpha) = f(\alpha c_2, \ldots, \alpha c_t, c_{t+1}, \ldots, c_t) \). Then

\[
\det B(\alpha) = \tilde{s}(\alpha)x_1^2 + \tilde{p}(\alpha)x_1 + \tilde{q}(\alpha).
\]

If \( s(c_2, \ldots, c_t) = 0 \), then we can solve \( p(c_2, \ldots, c_t)x_1 + q(c_2, \ldots, c_t) = 0 \) to obtain a nonzero value of \( x_1 \) that makes \( \det B(1) = 0 \). So suppose \( s(c_2, \ldots, c_t) \neq 0 \). Any monomial in \( \tilde{Y} \) has degree \( n_* \), so \( \deg s(x_2, \ldots, x_t) = n_* - 2 \), and thus, \( \deg \tilde{s}(\alpha) \leq n_* - 2 \). Because \( \tilde{p}(\alpha) = \alpha^{n_*-1}h(c_2, \ldots, c_t) + \tilde{g}(\alpha) \) and \( \deg \tilde{g}(\alpha) < n_* - 1 \), \( \deg \tilde{p}(\alpha) = n_* - 1 \).

If \( \deg \tilde{q}(\alpha) = n_* \), then \( H_* \) would necessarily contain a spanning generalized cycle whose edges are a subset of \( E(C) \). Because \( C \) is an odd cycle, it is not possible for any spanning generalized cycle that omits \( \{z, w\} \) to have all its edges contained in \( E(C) \). Thus, \( \deg \tilde{q}(\alpha) \leq n_* - 1 \). Then by Lemma 3.3 for \( \alpha \) sufficiently large there exists a real \( x_1 \) making \( \det B(\alpha) = 0 \).
Lemma 3.7. Any edge $e$ of $H_*$ occurs as part of an even cycle of length at least four in some spanning generalized cycle of $H_*$. 

Proof. Let $e$ be an edge of $H_*$. Then $e$ must be part of some spanning generalized cycle $C$ by Observation 3.2. By Lemma 3.6 all the components of $C$ are even. Since any even cycle of $C$ can be replaced by the edges in one of its perfect matchings, $e$ must be contained in some spanning generalized cycle $M$ of $H_*$ such that each component of $M$ is an edge. By Lemma 3.5 $e$ is not an isolated edge of $H_*$. Let $f$ be an edge adjacent to $e$; $f$ must similarly be contained in a spanning generalized cycle $M'$ of $H_*$. Any vertex $v$ of $H_*$ has degree one in both $M$ and $M'$, so the degree of $v$ in $M \cup M'$ is one or two. Moreover, each vertex $v$ is incident with exactly one edge in $M$ and one in $M'$. If these edges are the same, the component containing $v$ in $M \cup M'$ is an edge. If these edges are distinct, they must be part of a cycle that alternates edges of $M$ and $M'$ and so the component containing $v$ in $M \cup M'$ is an even cycle. Thus, $M \cup M'$ is a spanning generalized cycle with only even components, and since $e$ and $f$ both appear in this union, they must appear as part of an even cycle of length at least four. $\blacksquare$

Lemma 3.8. Let $G$ be a graph that is a union of even cycles each of length at least 4. There is a matrix $M$ in $S_0(G)$ with rank $M < |G|$. 

Proof. Let $C_1, \ldots, C_t$ be even cycles of length at least 4 whose union is $G$. We will construct a matrix $M \in S_0(G)$ such that the row sums of $M$ are 0. If we set $I = [1, 1, \ldots, 1]^T$, then $MI = 0$, so rank $M < |G|$. Let $C = (v_1, v_2, \ldots, v_{2k})$ be one of $C_1, \ldots, C_t$. Define $M_C$ to be the matrix with $ij$-entry equal to

$$(M_C)_{ij} = \begin{cases} (-1)^\ell, & \text{if } \{i, j\} = \{v_\ell, v_{\ell+1}\} \text{ for } \ell = 1, \ldots, 2k - 1 \text{ or } \{i, j\} = \{v_1, v_k\} \text{ for } \ell = 2k; \\ 0, & \text{otherwise}. \end{cases}$$

Note that the entries in each row of $M_C$ are either all 0 or are all 0 except for one entry equal to 1 and one entry equal to $-1$, and hence, the sum of the entries in each row is 0. Choose as $M$ a linear combination of the $M_{C_i}, i = 1, \ldots, t$, so that there is no cancellation of nonzero entries. Thus, $M \in S_0(G)$ and rank $M < |G|$. $\blacksquare$

Theorem 3.9. For every graph $G$, $mr_0(G) = |G|$ if and only if $G$ has a unique spanning generalized cycle.

Proof. A graph $G$ that has a unique spanning generalized cycle must have $mr_0(G) = |G|$ by Remark 3.3. Suppose to the contrary that there exists a graph $G$ satisfying $mr_0(G) = |G|$ that does not have a unique spanning generalized cycle. Let $H_*$ be a minimum such counterexample. By Lemma 3.7 $H_*$ is a union of its even
cycles of length at least 4. Then by Lemma 3.8, $\text{mr}_0(H_*) < |H_*|$, contradicting the definition of $H_*$.  

In the case of skew-symmetric matrices, it is shown in [8, Theorem 2.6] that a graph has skew minimum rank equal to the order of the graph if and only if the graph has a unique perfect matching. The proof is achieved by using the fact that for a skew-symmetric matrix $A$, $\det A = (\text{pf } A)^2$, where $\text{pf } A$ is the pfaffian of $A$: the pfaffian measures perfect matchings. This is not applicable to symmetric matrices.

3.2. Determination of whether a graph has a unique spanning generalized cycle.

Here, we show that a graph with minimum rank equal to its order, and thus with a unique spanning generalized cycle, must have a vertex of degree 1 or be a disjoint union of one or more odd cycles, leading to an algorithm that tests whether a graph has this property (and finds the unique spanning generalized cycle if it does).

**Observation 3.10.** If $G$ has a spanning subgraph that has more than one spanning generalized cycle, then $G$ has more than one spanning generalized cycle.

**Remark 3.11.** Let $G$ be a graph on $n$ vertices. Suppose that $C$ is a generalized cycle of $G$ of order $k$, and that there is a (not necessarily induced) subgraph of $G$ consisting of all $n - k$ remaining vertices that is an even path $P$. Then $G$ has a spanning generalized cycle that includes $C$, constructed by adding every other edge of $P$ to $C$ starting with either end vertex.

**Remark 3.12.** Let $G$ be a graph with a spanning generalized cycle $C$. Suppose that there is a subset of the components of $C$, say $\{C_1, C_2, \ldots, C_k\}$, such that the subgraph induced by $V(C_1) \cup V(C_2) \cup \cdots \cup V(C_k)$ has a generalized cycle $D$ of order $|V(C_1)| + \cdots + |V(C_k)|$ with $D \neq \bigcup_{i=1}^k C_i$. Then $C$ is not unique, because we can construct the spanning generalized cycle $C' \neq C$ by simply replacing the components $\{C_1, C_2, \ldots, C_k\}$ in $C$ with $D$.

**Lemma 3.13.** The following graphs have more than one spanning generalized cycle.

1. An odd cycle with a (possibly subdivided) chord.
2. A Hamiltonian graph that is not itself equal to an odd cycle.
3. Two vertex-disjoint odd cycles joined by a path or two odd cycles sharing exactly one vertex.

**Proof.** For (1), let $G$ consist of an odd cycle $C$ with path $Q$ from vertex $u$ to vertex $v$, where both $u$ and $v$ are on $C$. Since $C$ is an odd cycle, one path $P$ along
C from \( u \) to \( v \) is odd, and one, \( P' \), is even. Define a spanning generalized cycle \( C_1 \) to be the cycle \( P \cup Q \) together with every other edge of the even path \( P' - \{ u, v \} \). In the case \( Q \) is odd, \( P \cup Q \) is even, so replacing the cycle \( P \cup Q \) in \( C_1 \) with alternating edges creates a new spanning generalized cycle by Remark 3.12. In the case \( Q \) is even, define a spanning generalized cycle \( C_2 \) to be the cycle \( C \) together with every other edge of the even path \( Q - \{ u, v \} \).

For \( 2 \), an odd order Hamiltonian graph that is not itself a cycle is covered by \( 1 \), and an even Hamiltonian graph has at least three spanning generalized cycles: the Hamilton cycle itself and two that correspond to perfect matchings of the Hamilton cycle.

For \( 3 \), let \( G \) consist of the two odd cycles, \( C \) and \( C' \), joined by a path \( P \). Denote the end vertices of the path \( P \) by \( u \in C \) and \( u' \in C' \) (\( u = u' \) is permitted). Again we need to consider two cases, based on the parity of \( P \). Suppose first that \( P \) is even, and define \( C_1 \) to be \( C \) and \( C' \) together with every other edge of the even path \( P' - \{ u, u' \} \) (if \( |P| = 2 \) there are no such edges). Define \( C_2 \) by starting with \( u \) and taking every other edge along the path \( P \) from \( u \) to \( u' \). The remaining subgraph consists of two even paths, \( C - u \) and \( C' - u' \), and Remark 3.11 completes the construction. Finally, suppose \( P \) is odd. Construct \( C \) by taking \( C \) and every other edge of the even path consisting of \( P - u \) and \( C' \) with one of the cycle edges incident with \( u' \) removed (in the case \( P \) is a single vertex, then that vertex and both its incident edges are removed from \( C' \)). To construct additional spanning generalized cycles, we can use the same process starting with cycle \( C' \).

**Lemma 3.14.** Let \( G \) be a connected graph that has a spanning generalized cycle \( C \) with all components of \( C \) having at least 3 vertices. If \( C \) is the unique spanning generalized cycle of \( G \) then \( G \) is an odd cycle.

**Proof.** Suppose \( C \) is unique. All components of \( C \) are odd cycles, and \( G \) cannot contain a (possibly subdivided) chord of any cycle in \( C \), by Lemma 3.12 and Remark 3.12. Let \( C \) be a cycle in \( C \). Since \( G \) is connected, if there is any other cycle in \( C \) other than \( C \), there must be an edge in \( G \) from \( C \) to some other such cycle. But this violates uniqueness of \( C \) by Lemma 3.13 and Remark 3.12. Thus, \( G = C \) is an odd cycle.

**Theorem 3.15.** Let \( G \) be a connected graph with a unique spanning generalized cycle \( C \). Then either \( G \) has a vertex of degree one, or \( G \) is an odd cycle.

**Proof.** Let \( G_1 \) be the subgraph of \( G \) induced by those vertices that are in a component of order 2 (an edge) in \( C \). Let \( G_2 \) be the subgraph of \( G \) induced by those vertices that are in a component of order 3 or more (a cycle) in \( C \). If \( G_1 \) is empty, we know by Lemma 3.14 that \( G \) is an odd cycle. So assume that \( G_1 \) is non-empty.
Note that the set of components of order 2 in \( C \) gives a perfect matching of \( G_1 \). Call this matching \( M \). Let \( P \) be a maximal \( M \)-alternating path in \( G_1 \) with end vertices \( u \) and \( v \). By the maximality of \( P \), we know that one of the following must hold.

1. The vertex \( u \) has degree 1 in \( G \).
2. There is an edge from \( u \) to a vertex in \( G_2 \).
3. There is a non-\( P \)-edge from \( u \) back to a vertex on the path \( P \).

One of these cases must hold for \( v \) as well. If Case 1 holds for either \( u \) or \( v \), the result is established, so we assume that Case 4 does not hold for either \( u \) or \( v \), and obtain a contradiction.

If Case 2 holds for both \( u \) and \( v \), let \( w_u \) (respectively, \( w_v \)) denote the neighbor of \( u \) (respectively, \( v \)) in \( G_2 \). If \( w_u \) and \( w_v \) are on different cycles in \( G_2 \), then we have a subgraph \( H \) consisting of these two odd cycles joined by the path \( P \) and edges \( \{ u, w_u \} \) and \( \{ v, w_v \} \). If \( w_u \) and \( w_v \) are both on one cycle in \( G_2 \), then we have a subgraph \( H \) consisting of this cycle and its subdivided chord that is the path \( P \) and edges \( \{ u, w_u \} \) and \( \{ v, w_v \} \). In either case, the existence of \( H \) contradicts uniqueness of \( C \) by Lemma 3.13 and Remark 3.12. Therefore, both \( u \) and \( v \) cannot satisfy Case 2.

Note that \( |P| \geq 4 \) (since at least one of \( u \) and \( v \) must satisfy Case 3). By Remark 3.12, \( G[V(P)] \) cannot contain an even cycle \( C \) with the property that \( V(P) = V(C) \) or \( G[V(P) \setminus V(C)] \) has a perfect matching; in particular, neither \( u \) nor \( v \) can be adjacent to a vertex \( w \) such that an even cycle is formed that consists of part or all of \( P \) and the edge \( \{ u, w \} \) (or \( \{ v, w \} \)).

Thus, \( u \) and \( v \) cannot be adjacent, because \( P \) and the edge \( \{ u, v \} \) would form such an even cycle. Suppose that \( u \) satisfies Case 2 and \( v \) satisfies Case 3. Then \( v \) is adjacent to some vertex on \( P \) that is not \( u \) (and this does not form an even cycle), and \( u \) is adjacent to a cycle in \( G_2 \). This forms a subgraph consisting of two odd cycles joined by a path, violating the uniqueness of \( C \) by Lemma 3.13 and Remark 3.12.

This leaves the case that both \( u \) and \( v \) satisfy Case 3. That is, \( u \) is adjacent to a vertex \( w_u \) and \( v \) is adjacent to a vertex \( w_v \), where both are on the path \( P \) and the paths from \( u \) to \( w_u \) and \( v \) to \( w_v \) (along \( P \)) are both odd. Thus, it is impossible that \( w_u = w_v \), since \( P \) is an even path by construction. If \( w_u \) is closer on \( P \) to \( u \) than \( w_v \), then we have two odd cycles joined by a path \( (w_u, w_v) \), which again violates the uniqueness of \( C \). The remaining possibility is that the order of the vertices along the path is \( u, w_u, w_v, v \), and the paths along \( P \) from \( u \) to \( w_u \) and from \( v \) to \( w_v \) are both odd. Then the subgraph consisting of \( P \) and the additional edges \( \{ u, w_u \} \) and \( \{ v, w_v \} \) is an even cycle \( C \) with a (possibly subdivided) chord, with the edges of \( C \) being the edge \( \{ u, w_u \} \), the edges of \( P \) from \( w_u \) to \( v \), the edge \( \{ v, w_v \} \), and the edges
of $P$ from $w_v$ to $u$. Since $P$ has an even number of vertices, the (possibly subdivided) chord along $P$ from $w_v$ to $w_u$ is even. This violates the uniqueness of $C$ because either $V(C) = V(P)$ or there is a perfect matching of the even path obtained from the subdivided chord by deleting $w_v$ and $w_u$. □

As a consequence of Theorem 3.15, we have the following algorithm to determine whether a graph has a unique spanning generalized cycle (i.e., perfect $[1,2]$-factor) and if so to produce it.

**Algorithm 3.16. Unique spanning generalized cycle**

**Input:** The graph $G$.

**Output:** True/False variable $UNIQUE$, and if $UNIQUE = True$, then the unique spanning generalized cycle $C$ of $G$.

1. $C = \emptyset$.
2. While $G$ has a degree one vertex:
   - A. Choose a degree one vertex $u$ of $G$.
   - B. Set $v :=$ the unique neighbor of $u$.
   - C. Delete $u$ and $v$ from $G$.
   - D. $C := C \cup G_{u,v}$, where $G_{u,v}$ is the edge $\{u, v\}$ and its endpoints.
3. If $G$ is a union of vertex-disjoint odd cycles:
   - Then $C := C \cup G$.
4. If $G$ is a union of vertex-disjoint odd cycles or $G = \emptyset$:
   - Then $UNIQUE = True$;
   - Else $UNIQUE = False$.

4. **Maximum rank and ranks in between.** When studying the ranks of the family of symmetric matrices (that have free diagonal) with off-diagonal pattern described by a graph, one studies only minimum rank, because it is well known and easy to see that the maximum rank is the order of the graph $G$, and every rank between the minimum and maximum ranks is realizable: An $n \times n$ matrix $B$ with rank $B = n$ can be constructed by choosing $0 < \varepsilon < \frac{1}{n}$ and defining $B = [b_{ij}]$ with $b_{ii} = 1$, $b_{ij} = \varepsilon$ for $i \neq j$ and $\{i, j\} \in E(G)$, and $b_{ij} = 0$ otherwise. We can go from any matrix $B \in S(G)$ to any matrix $A \in S(G)$ in steps that change the rank by at most one at each step as follows: For each $\{i, j\} \in E(G)$ with $j > i$, add the matrix $S_{ij}$, where $S_{ij}[\{i, j\}] = \begin{bmatrix} a_{ij} - b_{ij} & a_{ij} - b_{ij} \\ a_{ij} - b_{ij} & a_{ij} - b_{ij} \end{bmatrix}$ and all other entries are zero; each $S_{ij}$ represents one step and rank $S_{ij} \leq 1$. Call the resulting matrix $M = [m_{ij}]$. Then for $i = 1, \ldots, n$, add the diagonal matrix $D_i$, where the $ii$-entry of $D_i$ is $a_{ii} - m_{ii}$ and all other entries are zero; each $D_i$ represents one step and rank $D_i \leq 1$. Thus, we must pass through every rank in the transition from a maximum rank matrix $B$ to a minimum rank matrix $A$. 
However, when the diagonal is restricted to being zero, we can no longer use the preceding techniques; as it turns out, these results no longer hold. For example, there is no full rank matrix whose graph is an odd path. Thus, it is of interest to study maximum rank, and also which ranks between the minimum and maximum can be realized. Given a graph $G$, we say that $G$ allows rank $r$ if there is a matrix $A \in S_0(G)$ such that $\text{rank } A = r$; in this case $A$ is said to realize rank $r$ for $G$. In Theorem 4.4, we show that there are graphs that do not allow some intermediate ranks.

4.1. Maximum rank. The maximum zero-diagonal rank of a graph $G$ is

$$MR_0(G) = \max \{\text{rank } A : A \in S_0(G)\}.$$ 

**Theorem 4.1.** Let $G$ be a graph and let $m$ denote the maximum order of a generalized cycle of $G$. Then $MR_0(G) = m$.

**Proof.** The argument in Remark 1.4 shows that if $G$ has no generalized cycle of order greater than $m$, then $MR_0(G) \leq m$. We now show the reverse inequality. Select any generalized cycle $C = (V(C), E(C))$ of order $m$ in $G$. Let $G' = G[V(C)]$ and let $Y$ be a symmetric matrix of indeterminates $x_1, x_2, \ldots, x_q$ with zero diagonal such that $G(Y) = G'$ (so $\{u, v\} \in E(C)$ implies $y_{uv} = y_{vu} = x_k$ for some $x_k$). Then the determinant of $Y$ can be expressed as a nonzero homogeneous polynomial $\det Y = p(x_1, x_2, \ldots, x_q)$ of degree $m$ over $\mathbb{R}$. Define $B = [b_{uv}]$ to be the matrix obtained from $Y$ by replacing $x_i$ by $c_i$ chosen as in Lemma 3.4 so $\det B \neq 0$. Define $A = [a_{uv}] \in S_0(G)$ by

$$a_{uv} = \begin{cases} 
  b_{uv} & \text{if } \{u, v\} \in E(G'); \\
  1 & \text{if } \{u, v\} \in E(G) \text{ and } \{u, v\} \notin E(G'); \\
  0 & \text{if } \{u, v\} \notin E(G).
\end{cases}$$

Since $B$ is a principal submatrix of $A$ and $\text{rank } B = m$, $\text{rank } A \geq m$ and thus $MR_0(G) \geq m$. □

The next result is immediate from Theorem 4.1 and Observation 1.5.

**Corollary 4.2.** For every graph $G$, $2 \text{match}(G) \leq MR_0(G)$.

Since the maximum order of a generalized cycle of a subgraph (not necessarily induced) is less than or equal to the maximum order of a generalized cycle of the graph, applying Theorem 4.1 gives the next corollary.

**Corollary 4.3.** If $H$ is a subgraph of $G$ then $MR_0(H) \leq MR_0(G)$.

4.2. Realizable ranks. The next theorem shows that it is not always possible to realize every rank between $mr_0(G)$ and $MR_0(G)$ by a symmetric zero diagonal
matrix having graph $G$.

**Theorem 4.4.** Let $G$ be a bipartite graph. Then $\text{mr}_0(G)$ and $\text{MR}_0(G)$ are even. Furthermore, there exists a matrix in $S_0(G)$ of rank $r$ if and only if $r$ is an even integer with $\text{mr}_0(G) \leq r \leq \text{MR}_0(G)$.

**Proof.** Let the two partite sets have order $a$ and $b$. If we label the vertices of $G$ such that the vertices $1, 2, \ldots, a$ correspond to the vertices in the partite set of order $a$, then $S_0(G)$ is the set of matrices of the block form

$$
\begin{bmatrix}
0 & M \\
M^T & 0
\end{bmatrix}
$$

where $M$ is an $a \times b$ matrix. Clearly, rank $A = 2 \text{rank} M$, so the allowable ranks of $A$ are completely determined by the allowable ranks of $M$. But it is well known that every possible rank between the minimum rank and maximum rank of the matrices described by a (not necessarily symmetric) nonzero pattern can occur, by changing one entry at a time to go from a matrix realizing minimum rank to one realizing maximum rank. □

**Lemma 4.5.** Suppose $A \in \mathbb{R}^{n \times n}$ has the property that every row of $A$ has a nonzero entry. Then there exists a real vector $x$ such that every entry of $Ax$ is nonzero and $x^T Ax \neq 0$.

**Proof.** Let $a_i^T$ denote the $i$th row of $A$, and let $x = [x_1]$. The $i$th entry of $Ax$ is $a_i^T x$. Since every row has a nonzero entry, $q_i(x_1, \ldots, x_n) = a_i^T x$ is not identically zero; observe that the polynomial $q_i(x_1, \ldots, x_n)$ is homogeneous. Similarly, $p(x_1, \ldots, x_n) = x^T Ax$ is homogeneous and not identically zero. Thus, we can apply Lemma 3.4 to $(pq_1 \cdots q_n)(x_1, \ldots, x_n)$ obtain a solution $x = [c_1, \ldots, c_n]^T$ such that for $i = 1, \ldots, n$ the $i$th coordinate of $Ax$, $a_i^T x = q_i(c_1, \ldots, c_n) \neq 0$, and $x^T Ax = p(c_1, \ldots, c_n) \neq 0$. □

**Theorem 4.6.** Suppose $H$ is a connected graph of order $n$, and that the graph $G$ is constructed from $H$ by adding a single vertex adjacent to every vertex of $H$. If $H$ allows rank $k$, then $G$ allows rank $k + 1$.

**Proof.** Given $A \in S_0(H)$ with rank $A = k$, then we can construct a rank $k + 1$ matrix $\tilde{A}$ in $S_0(G)$ as follows. Without loss of generality, let the new vertex be $n + 1$. Since $H$ is connected, every row of $A$ has a nonzero entry. Thus, by Lemma 4.5 we can choose a real vector $x$ such that every entry of $Ax$ is nonzero and $x^T Ax \neq 0$. For $B = \begin{bmatrix} A & Ax \\ x^T A & x^T Ax \end{bmatrix}$, $B \in S(G)$ and rank $B = \text{rank} A = k$. Define $\tilde{A} = \begin{bmatrix} A & Ax \\ x^T A & 0 \end{bmatrix}$. Then $\tilde{A} \in S_0(G)$. Since $x^T Ax \neq 0$, rank $\tilde{A} = \text{rank} A + 1 = k + 1$. □

**Corollary 4.7.** The complete graph $K_n$ allows all ranks $r$ such that $3 \leq r \leq n$.  
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Proof. By Theorem 2.4, we know that \( mr_0(K_n) = 3 \). Thus, the corollary holds for \( n = 3 \). Assume it holds for \( n = k \), and consider \( K_{k+1} \). We know that \( mr_0(K_{k+1}) = 3 \) from Theorem 2.4. By Theorem 4.6 and the inductive hypothesis, \( K_{k+1} \) allows ranks 4 through \( k + 1 \), which completes the proof.

5. Conclusion. We have determined the minimum zero-diagonal rank for the following families of graphs: trees, cycles, complete graphs, complete multipartite graphs, and hypercubes. We have characterized graphs having minimum zero-diagonal rank at most 3 and those having minimum zero-diagonal rank equal to the order of the graph, including providing an algorithm to test for a unique spanning generalized cycle. We have characterized maximum zero-diagonal rank in terms of generalized cycles, and investigated ranks allowed between the maximum and minimum. This paper only begins the study of minimum zero-diagonal rank.
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